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Abstract— This paper explores a method that analyzes Arabic text lexically, morphologically and semantically. The highly 
agglutinative nature of Arabic diminishes the effectiveness of conventional Bag of Words (BoW) which considered insufficient to 
form a representative vector for large scale social media content as it ignores possible relations between terms. The proposed 
work overcomes this limitation by incorporating different feature sets and performing cascaded analysis that fundamentally 
contains lexical analysis, morphological analysis, and semantic analysis. ICA is used to handle Arabic morphological pluralism.  
AWN semantically is exploited to extract generic and semantic relations for the lexical units over all the dataset. Moreover, specific 
feature extraction components are integrated to account for the linguistic characteristics of Arabic. Finally, we can leverage from 
standard social media features such as emoticons and smileys. So, a system for automatic Emotion Detection (ED) and mood 
recognitions was built to provide further sentiment insight and classification power. The optimal feature combination for each of the 
different emotions was determined using a combination of Machine Learning (ML) and rule-based methods. Experimentally, the 
results revealed that incorporation of multifaceted analysis is superior to classical BoW representation, in terms of feature 
reduction (31% reduction percentage) and accuracy results (F- Measure was increased up to 89%).  

Index Terms— Arabic, Sentiment analysis, Morphological analysis, Semantic relations, Emoticons, Social network, SVM, RF  
 

——————————      —————————— 

1 INTRODUCTION 

EB 0.2 has evolved to become a source of varied kind of     
Information [41] [32] [9]. Social networks (e.g., Face-
book, Twitter, Google+ ...etc) represent an essential part 

of Web 2.0, where a massive volume of textual reviews are 
generated by its users. People post real time messages about 
their opinions on a variety of topics, discuss current issues,  
[2]complain, collaborate, share emotions, express sentiment 
for products they use in daily life and interact to each other in 
different virtual societies [28] [15] [6]. So, it becomes a trouble-
some issue for a human reader to discover related sites, take 
out the related contents with opinions, investigate, outline, 
and sort out them into perfect compatible and usable structure 
[20]. Hence, this valuable mine of text needs to be discovered 
and analyzed automatically [23] [12]. Therefore, the last ten 
years witnessed an intense interest in Sentiment Analysis (SA) 
worldwide [21]. While a lot of effort has been put into Western 
languages mostly English, minimal experimentation and little 
attention have been tailored to Arabic [42] [36] [34] [24] [22] 
[21] [5].  
Arabic language presents significant and central challenges to 
many NLP applications due to its highly morphological rich-
ness [26] [24] [21] [5] [4]. Arabic language is also interesting 
because of its history [37], the strategic importance of the 
Arabic region, rapid growth in terms of online users, content, 
and its cultural and literary heritage [22] [13]. In particular, 

dialectal Arabic mainly used to express customer views about 
different aspects of life within social media sites [30]. The main 
problem of colloquial Arabic is the lack of standardization 
[34]. Grammar and rules govern the use of Modern Standard 
Arabic (MSA), but colloquial Arabic lacks a grammar and 
rules showing how to use it [23]. The main problems are: 
Arabic has very rich inflectional mechanisms and is consi-
dered one of the richest languages in terms of morphology 
[24], the agglutinative and derivational nature [14] [10], scarci-
ty of lexical and linguistic resources [40] [37], dialects have not 
standard orthographies [30] widespread of synonyms, lack of 
publicly and freely accessible corpora [29] [10] [5], free order 
and no capitalization [37].  
Furthermore, with the global acceptance of social networks, 
Emotion Detection (ED) has become useful and more feasible. 
However, most of the current works mainly target the English 
with minimal interest for Arabic [22]. Hence, the main interest 
of this paper shows how to best represent lexical information; 
how Arabic morphological challenges and its dialect can be 
soundly anticipated; whether semantic concepts are useful for 
Arabic SA, can we build a model for investigating mood and 
describing emotion; what it is impact on performance. Finally, 
can we build a multifaceted system and design an integrated 
framework that automatically detects and summarizes an 
overall Arabic sentiment taking into account genre types of 
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features.   
Accordingly, the contribution of this study is: 

(1) Arabic morphological pluralism was automatically 
handled by extending ICA taking into account all 
parts of speech and sentence contextual structure 
with specific focus on dialect. 

(2) Introduces and implements a new set of semantic 
orientations for training a model to provide further 
sentiment insight and classification power. 

(3) Building ED model for expressive emoticons, smileys 
and punctuation categorization that have a measura-
ble impact on performance. 

(4) Employing standard features of social networks to 
despite the inherently short texts typically used in 
these genres. 

(5) Minimizing the tedious effort required through hu-
man annotation of messages. 

(6) The utility of all features is evaluated and compared 
for sentiment classification of Arabic content. 

 
The rest of paper is structured as follows. Section 2 surveys 

related work.  Section 3 propose a system that claims the abili-
ty to understand natural language segments, analyze them 
objectively, lexically, morphologically, as well as semantically, 
detect emotional behavior and extract novels and rich features. 
Section 4 devoted for classification techniques. Experiments 
and results are discussed in section 5. Finally, section 6 con-
cludes the paper and points to possible directions for future 
work. 

2   RELATED WORK 
The most basic strategy used by researchers concentrates on 
the simplest of lexical features, the Bag of Words (BoW) [3] to 
form a vector space model (VSM) [11].Using single words as a 
representative feature in Text Classification (TC) has proven 
effective for a number of applications [25]. However, this fea-
ture lacks semantic information to classify text accurately [10]. 
Furthermore, BoW representation suffers from a huge feature 
vectors that should be carefully considered to avoid hardware 
limitation, software capabilities, and computational time com-
plexity [11].  So [11] used the singular value decomposition 
(SVD) method to extract textual features based on latent Se-
mantic Indexing (LSI) to classify Arabic text.  A study pre-
sented by [21] investigated Logistic Regression (LR) as a new 
algorithm for Arabic TC Area. Chi Square (CHI) is used for 
Feature Selection (FS) and a Normalized Frequency (NF) is 
used as a weighting scheme for term representation in the 
VSM. A Similar comprehensive comparative study of the dif-
ferent tools for Arabic text preprocessing, attribute selection, 
reduction and classification include the work of Khorsheed 
and Al-Thubaity [25]. 

Arabic Sentiment Analysis (ASA) is hindered due to lack of 
resources [37]. So, [34] survey the research efforts to analyze 
the Arabic content in Twitter focusing on the tools and me-

thods used to extract the sentiments for the Arabic content on 
Twitter. [13] presented SA for MSA and Egyptian dialect with 
a corpus of different types of data. They employed a number 
of novels and rich features that include valence shifters, nega-
tion, intensifiers, questions and supplication terms to improve 
the classification performance. In other work, Nizar et.al [29] 
considered the multi-way SA problem for Arabic reviews and 
coupled BoW with the most popular classifiers. Abdul-
Mageed et.al [26] in their contribution, propose SAMAR sys-
tem which adopts two-stage classification approach; subjectiv-
ity and SA for Arabic social media. SAMAR uses different fea-
ture sets such as lexical, morphological but did not use seman-
tic features. A similar finding was reported by [1] who use a 
genetic algorithm for both English and Arabic Web forums 
sentiment detection on the document level. They track 
both syntactic and stylistic features, but do not use 
morphological features. 
A few researches concerning ASA used Arabic WordNet 
(AWN) for improving classification results such as [42] and 
[10]. [42] estimate three different representation modes; BoW, 
N-Grams, and AWN as lexical and semantic resource to im-
prove Arabic TC. [10] present semantic model-based represen-
tation of text and considered two ways of grouping synonyms: 
synonym’s grouping using stems and synonym’s grouping 
using roots to improve the representation and reduce the di-
mensionality.  

In SA, emotion provides practically a promising direction 
for fine-grained analysis of subjective content [16] [3]. In re-
cent years, the study of emotions has obviously proved how 
emotions are fundamental to human experience, influencing 
cognition, perception, communication and decision-making. 
Erik [8] reported that the basic tasks of affective computing 
and SA are emotion recognition and polarity detection. So, it is 
crucial for automated SA methods to correctly account for 
such graphical cues for sentiment [3].  [18] explored the mi-
croblogging features including emoticons, abbreviations and 
the presence of intensifiers such as all-caps and character repe-
titions for Twitter SA. Their results show that the best perfor-
mance comes from using the n-grams together with the mi-
croblogging features and the lexicon features where words 
tagged with their prior polarity. 

However, most of these attempts are based on statistical 
approaches applied on BoW and lack a common framework 
that can combine genre types of features. Lexical features only 
capture local information in the data and do not take into con-
sideration of morphological configuration and lacks semantic 
dimensions as well as emotions and social networks informa-
tion. Therefore, there is an urgent need to develop an intelli-
gent and a multifaceted system which incorporates different 
levels of text analysis in a cascade configuration to accurately 
categorize Arabic social media contents. Additionally, a me-
thodology is developed for processing of massive volumes of 
streaming data, as well as the automatic identification of hu-
man expressiveness within short text messages. Moreover, the 
suggested framework addresses different dimensions of opi-
nions, such as subjectivity (Subjective vs. Objective), polarity 
(Positive vs. Negative), and efficiently describes emotional 
state. 
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3   PROPOSED WORK 
The proposed method exhibits sequentially six main stages 

are graphically presented in Figure 1 and discussed during the 
subsequent sections. 

 

FIGURE 1 - PROPOSED FRAMEWORK 

 
 

 

 

 

 

 

 

 

 
 
3.1   SUBJECTIVITY PROCESS 
Supervised learning methodology was followed where each 
tweet is modeled as a vector of sentiment features with the 
corresponding label. However, SA solutions ultimately face 
the challenge of separating the factual content from the sub-
jective content describing it [9][6]. Therefore, two classifica-
tion tasks are considered: subjectivity and sentiment classifi-
cation [20]. In the former, tweets are classified as subjective 
(non-neutral) or objective (fact or neutral), and in the latter, 
positive and negative tweets are considered as subjective [41] 
[40] [31] [26]. Facts can be generalized by exploiting of special 
dictionaries (so-called filters), containing synonyms for neu-
tral appraisals. The main flaw of this approach is the necessi-
ty of manual selection of terms for the filters that can extract 
out facts and exclude neutral concepts. Afterwards, a simple 
filtering method depending on some predefined emotion dic-
tionaries had developed in order to automatically separate 
between opinions with emotions and opinions without emo-
tions. The former will be handled during the ED model 
while, the later will be the input to the lexical analysis stage. 

 
3.2 LEXICAL ANALYSIS 
Lexical analysis is the process of converting a stream of 

characters into sequence of symbols known as lexical items. 
Preprocessing is required in order to overcome the challenge 
of massive volume of the vector space [11]. Hence, the input 
stream undergoes a series of steps discussed as following: 

 
3.2.1 TOKENIZATION  

The process of determining and classifying a clause into set of 

tokens by recognizing delimiters [10]. 
3.2.2 NORMALIZATION 

Informal and non-grammatical nature of the colloquial lan-
guage used in social media needs to be automatically handled.  
The process is needed to put a text in a consistent form and 
converts all the various forms of a word to a common form 
[13]. Consequently, a prototype is developed to remove dia-
critics, normalize different words [34] [14], remove repeated 
letters (if the letter repeated more than 2 times), handle franco 
words and convert these word to its Arabic equivalent. 

3.2.3 STEMMING 
Light stemming is employed to remove common affixes from 
words and return an inflected or derived word to its stem. 

3.2.4 STOP WORDS FILTERING 
It is also useful to ignore very common words of the mes-

sages that do not provide discriminative meaning [14] [11]. 
Stop words occur frequently in most of the documents in a 
given collection, usually, have on contribution to the seman-
tics of the context, can't be used as index terms, most of those 
words are irrelevant to the categorization task, can be dropped 
with no harm to the classifier performance, and never form a 
full sentence when used alone. In addition, a new dialectical 
stop words list is identified {e.g., ’وعشان وبعدين ’وبعديها, وعلشان  ,
 Consequently, the main .{ولسة, فينا ’فينو, واحنا, فينيا عليك, وكمان, ولسا,
advantage of the pre-processing cycle is to reduce the number 
of terms in the corpus so as to reduce the computational and 
storage requirements of ML algorithms. 

3.3 MORPHOLOGICAL ANALYSIS (MA) 
The most basic type of linguistic analysis because it forms 
the essential foundation for further types of analysis (such 
as syntactic parsing and semantic field annotation). The 
aim of morphological analysis of corpora is not only to as-
sign each item in the text to its identical Lemma, but also 
to indicate a set of morphological concepts such as a code 
indicating its appropriate Part of Speech (PoS) tagging, 
gender, numbers, person, voice etc… Actually, there are 
many morphological analyzers for Arabic; Buckwalter 
Arabic Morphological Analyzer (BAMA) and Xerox Arab-
ic Finite State Morphology represent the best known, well 
documented, morphological analyzers for MSA. Yet there 
are significant problems with both analyzers in design as 
well as coverage that increase the ambiguity rate. Some of 
these problems are handled in International Corpus of 
Arabic.  
 

3.3.1 INTERNATIONAL CORPUS OF ARABIC  
Al-Nasray et.al [35] present description and technical 
design of the International Corpus of Arabic (ICA). ICA 
has been analyzed by Bibliotheca Alexandrina Morpho-
logical Analysis Enhancer (BAMAE). In this study, ICA 
is employed In order to diminish data sparseness and to 
tag every lexical unit with the corresponding different 
morphological features. Therefore, ICA is arranged in 
SQL_Db in order to provide a tool capable of performing 
both a lemmatizer and a tagger efficiently. A lemmatizer 
automatically reduces all inflectional and variant forms 
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of a word to their lemma that can be substantially used 
in word indexes, dictionaries and concordances. On the 
other hand, a tagger efficiently annotates every word 
with the corresponding PoS. The following section high-
lights the morphological characteristics associated with 
every word. 
 
3.3.2 INVESTIGATING MORPHOLOGICAL CHARACTERIS-

TICS 
Lemma (LEM): where the words are reduced to their lemma 
forms, (citation forms) instead of using terms in their ortho-
graphic form. For verbs, this is the 3rd person masculine sin-
gular perfective form and for nouns, this corresponds to the 
singular default form (typically masculine). 
PoS tagging: Since we use only the base forms of words, the 
question arises whether we lose meaningful morphological 
information and consequently whether we could represent 
this information as PoS tags instead. So, PoS is used as basic 
form of Word Sense Disambiguation (WSD).  

In addition, Arabic language exhibits two genders: mascu-
line and feminine and three number classes: singular, dual, 
and plural. Some researchers suggest that there is a relation-
ship between gender (GEN) and sentiment expression. So, 
ICA_Db is extended to provide three gender and number 
types of the underlying feature set.  The three gender types are 
masculine, female and unknown corresponding to the set 
{MCL, FEM, UNKNOWN) while the three number types are 
singular, dual and plural corresponding to the set {SNG, DUA, 
PLR}. Some examples are shown in Table 1. 

 
Table 1 – Morphological Properties of Lexical Analysis  

 
 
 
 
 
 
 
 
 
 

 
 
This data model has been implemented in a SQL database. The 
database will be a deliverable of the project, and will be distri-
buted freely to the community. 
 

3.3.3 ENHANCING ICA PERFORMANCE 
Practically, the agglutinative nature of Arabic prevents 

ICA_DB to deal efficiently with some attributes like ( ويعرف- 
-However, a strategy was developed to over .(انتصاره- فانسحب
come this problem and converting more tokens to their Lem-
ma. The method undergoes three subsequent stages are 
represented in Figure 2 and discussed as follows: 

 
 
 

Figure 2- ICA_Db and its different stages 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 

Stage 1 simply connects to ICA_Db and finds Lemma for the 
main lexical items. The original form of a term is returned if it 
is unknown to the lemmatizer. Stage2 efficiently deals with 
those morphemes that have not known for ICA_Db. The 
agglutinative nature of Arabic language contributes this 
limitation which prevents lemmatizer to investigate their 
lemma directly. So, a strategy was developed to overcome this 
limitation. More aggressive stemming is done to deal with the 
items that have prefixes such as (فال- بال- لل- عال –وال- ال -). Such 
prefixes naturally connected to names and can be removed 
efficiently. Once strong stemming has been done, stage 3 
finally builds a manual dictionary for retrieving variants and 
different morphemes that have no Lemma . The proposed 
dictionary is performed by carrying out a thesaurus lookup for 
every word that appears in a document. If that word matches 
a cluster (list) in the thesaurus then that word is replaced by 
that list’s representative. The underlying dictionary is built 
according to the following manners: 

1 Spelling correction was performed. 
2 Making some normalization (e.g., محبوبا – محبتنا -  - حبي 

 (يحبه -محبيه -محبيك
3 Applying an extension of lexicon to include more 

words not restricted to MSA. As a result, some dialect 
words have been converted to their corresponding 
MSA (e.g., يشوفوني -أشوفك أشوفه –ويشوف ) 
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4   Some franco words have been normalize to one form 
(e.g., تويتاتك- وتويته -يريتويت توتيه- تويتات- تويتري ). 

 
3.4 SEMANTIC ANALYSIS USING ARABIC WORDNET 

Arabic WordNet (AWN) [42] [27] is a lexical database for 
MSA based on the universally accepted Princeton WordNet 
(PWN). AWN is extended to define semantic orientations of 
lexical items taking into account sentence contextual structure. 
Individuals frequently utilize distinctive words or phrases to 
depict the same feature.  For example a list of key phrases 
-differs lexically but is equivalent in con ”متميز“ ,متفوق“ ,”مجتهد“
cept. Classifiers cannot deal with such words as correlated 
words that provide similar semantic interpretations. Bing Liu 
[6] suggests grouping those synonyms that express the same 
feature. 

 
3.4.1 SYNONYMS GROUPING THESAURUS 

AWN is only intended for MSA and don’t take into account 
dialectical Arabic. However, this obstacle was overcome within 
the previous stage where colloquial items substantially are con-
verted into their identical MSA. So, by using AWN synonyms 
relations we can choose the most prominent lexical form of a 
concept, and suppress other redundant phrases. 

 
Figure 3 – Semantic Analysis using AWN 

 
 
 
 
 
 
 
 
 
 
 
Therefore, the model aggregates synonymous words into 

one clusters and each cluster is represented by a single word; 
the one that is commonly used in that context. In addition, we 
can leverage from AWN roots to find some roots of the underly-
ing features that are not computed within ICA as shown in Fig-
ure 3.  By applying that cascaded analysis, size of the space vec-
tors was fundamentally reduced up to 30%. 

 
3.5 EMOTIONS DETECTION (ED) 

Supervised classification techniques were used to predict the 
polarities of different social media messages. However, several 
challenges encountered for these techniques which require labe-
ling the data that is often expensive and time consuming [31] 
[7]. Since Web discourse and specifically social networks are 
highly emotion-related content, some heuristic rules could be 
defined in order to acquire merits of the presence of emoticons. 
The use of emoticons assumes that they could be associated 
with positive and negative polarities regarding the subject men-
tioned in the tweet [12]. 

 
Figure 4- Emotion Handling 

 
 

 
 
 
 
 

 

 

 
 
 
 
 

3.5.1 PROJECTION PHASE 
     During this phase, each text segment is checked for thepre-
sence of emoticons as indicated in Figure 4. A number of fre-
quently adopted emotions labels had used to construct an emo-
tion lexicon. Emotion-oriented lexical resources provide a list of 
words or expressions marked according to different emotion 
states. An emotion-oriented method should classify the message 
to a special meaningful emotional category such as sadness, joy, 
surprise, among others. All these items are finally mapped to 
positive or negative category. 
 
3.5.2 RULES GENERATION PHASE 
Some heuristics rules are defined in a manner that accurately 
classifies tweets as positive or negative according to type of 
emotions. However, due to the usage of mixed left-to-right and 
right-to-left text orientation, Arabic smileys and sad emoticons 
are often mistakenly interchanged, leading to contradictory sen-
timents within the tweet. Analysis of emotional and graphical 
cues of social networks yields the following: 

1 Some emotions come purely with positive instances 
(e.g., Thumbs_ Up, heart,) as in Table 2. 

Table 2– Positive Emotions Examples 

 
 
 
 
 

 
 
2 Some emotions come purely with negative instances 

(e.g., Devil, Thumbs_Down) as indicated in Table 3. 
Table 3 – Negative Emotions Exampls 
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Although there are cases where this basic assumption holds and 
relation between the emoticon and the tweet subject is not clear. 
Hence, the use of emoticons as tweet’s labels can introduce 
noise. However, some researches counterweighted this draw-
back by using large amount of data that can easily be labeled 
[12]. In this study, a set of new hand-coded rules would defined 
for addressing the appearance of compound aspects consists of 
more than one emotion and also cover those aspects that tend to 
appear multiple times in a single sentence or overlap between 
contradict instances. Disjunctive Normal Form (DNF) is used 
for that purpose where the conditions are on the emotion pres-
ence. The left hand side of this formula expresses a condition on 
the feature set while the right hand side is the class label [39]. 

if (DNF formula) then (category c) 
Finally, a combination of the emotional symbols with 
all verbal information will be taken into consideration 
during classification task. 

3.6  FEATURE ENGINEERING AND WEIGHTING SCHEME 
Feature extraction is a crucial SA task and is mostly ML based. 
A good feature vector can foresee how successful the results of 
the classifier will be. The extracted feature sets are indicated by 
the following taxonomy: 
 

3.6.1 STRUCTURAL FEATURES  
Those features represent vocabulary richness measure like av-
erage number of words per sentence, as long sentence can heav-
ily affect the classification accuracy. Word-length distributions, 
total number of short words (i.e., ones less than 3 letters),  cha-
racter-level lexical features like average number of character for 
each message,  special characters, letters, and presence of re-
quoted contents. 
 

 
3.6.2 SOCIAL MEDIA SPECIFIC FEATURES 

Social media SA can be a bit challenging as individuals general-
ly don’t pay any heed to the spellings and deliberately modify 
the spellings of the words and use short forms whenever re-
quired. This makes it difficult to determine the overall polarity 
of the segments. Analysis of this speech reveals that the persons 
used varied repetition strategies, including anaphora, antithesis, 
emotions, abbreviations, intensifiers, poor spelling, poor punc-
tuation, and poor grammar. Hence, all links were replaced with 
the token “URL”, “HashTag” is included as a binary token to 
indicate if there is a hash tag contained in the sentence, all men-
tions of usernames (which are denoted by the @ symbol) were 
replaced with the token “UserName”, “PosEmo” and “NegE-
mo” tokens are exploited to check the presence of positive or 
negative emotion respectively according to some predefined 
emotion dictionaries, normalizing all numerical digits to the 

token “NUM”, and an “Intensifiers” token is included to indi-
cate if a sentence contains this contextual property. 
 
        3.6.3  NEGATION AND PUNCTUATION FEATURES 
Negation in the tweet was  experimentally considered by com-
piling a list of negation particles (around 30 words in Arabic) 
found in the tweets and checking whether a tweet contains a 
negation articles or not.   The list contains negation terms in 
MAS (e.g., (ليس – غير- لا   as well as Egyptian dialect such as (e.g., 
 For punctuation exclamation marks (!) and .(مافيش- مالهاش- ماعنديش
question marks (?) also carry some opinion and may be indica-
tive of sentiment. In general, ‘!’ is used when we have to em-
phasis on a positive word and ‘?’ is used to highlight the state of 
confusion or disagreement and usually express negative senti-
ment. Hence, a binary feature used as an indicative for a seg-
ment that contains wondered expression or questionable term.  
Finally, the proposed approach efficiently incorporates the en-
tire extracted new feature set into the ML classification ap-
proach as an additional feature. 

4 Classification 
Once the feature vectors of all the tweets from the dataset have 
been extracted, they are used together with the annotated sen-
timent labels as input for supervised learning algorithms. Sev-
eral learning algorithms can be used to fulfill this task.  In this 
study, SVM and RF are used for categorization purpose. Finally, 
the resulting learned function can be used to automatically infer 
the sentiment label regarding an unseen tweet [12]. 
 
5 Experiments and Results 
5.1 DATASET CHARACTERISTICS 
The test set was crawled by searching Twitter API [12] 
specifically about famous persons. The original dataset consists 
of about 20000 messages. 15304 are considered as facts, news, 
duplicated and out of scope tweets. Actually, 4696 tweets are 
considered for training with the same number of positive and 
negative tweets. A balanced dataset is exploited to avoid the 
creation of models biased toward a specific class. The 
underlying tweets were tokenized into 11089 unique attribute 
as baseline.  
 
5.2 EXPERIMENT 
The experiment is performed individually on two different 
stages.  Firstly, dataset is tokenized and constructed into its 
original dimensionality (F1). Secondly, the underlying feature 
vector is passed through ICA_Db then AWN to generate the 
candidate feature subset (F2) and aggregated with the entire 
extracted features.  For each testbed, SVM is conducted as the 
classifier because of its reported performance [41] [17] as it 
gained practically good track record for SA.   In practical, vari-
ous kernels were investigated with the Sequential Minimal Op-
timization (SMO) algorithm included in Weka data mining 
package. Over all experiments, it is found that linear kernels 
yield the best performance. Moreover, Random Forest (RF) [19] 
is tuned as other classification algorithm to perform SA task. RF 
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was chosen due to its superior performance over a single DT.  
All experiments were performed with presence vectors. SVM 
and RF are used with 10 fold cross validation to classify senti-
ments. Accordingly, efficiency of all approaches is evaluated 
using standard classification metrics. 

5.3 Results and Evaluation 
The impact of the different features was measured in 
isolation and incrementally are combined them in or-
der to evaluate the robustness and efficiency of each 
approach. The message annotation task by the inde-
pendent coders had a Kappa (k) value of 77.94% for 
Arabic. Precision, Recall, and F-Measure [3] are used 
as classification metrics. In many cases, F-measure is 
simply used as a measure of accuracy because it relies 
on both precision and recall [33]. We use previously 
proposed state-of-the-art (BoW) as our baseline F1. 
The new defined feature subset F2 represents the pro-
posed feature vector after appending all the extracted 
features. The proposed method is effective in raising 
the F- Measure, which increased from 86.7 to 89.0 us-
ing SVM and 88.4 using RF. The relative average 
classification error has been reduced by almost 2.5% 
in comparison to the baseline method as indicated in 
Table 4. 
Table 4- Precision, recall and F-measure rates for 
all modules 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Additionally, RF is experimented with different num-
ber of trees to beget the highest accuracy as shown in 
Table 5 . 
                                 Table 5– RF Results 

 
Experimentally, it is revealed that increasing in num-
ber of trees improve performance of the random mod-
el. Growing a larger forest will improve predictive ac-
curacy, although there are usually diminishing returns 
once we get up to several hundreds of trees and only 
increase the computational cost [38]. Consequently, F-
Measure was 87.2 at 10 trees and incrementally in-
creased up to 88.3 at 40 trees. At this point F-Measure 
remains stable during the range from 40 to 150 trees 
and starts to slightly increase at 160 trees as indicated  
in Figure 5. 

FIGURE 5 – F-MEASURE  

 

 

 

 

FIGURE 6– OOB ERROR 

 

 

 
 

 
 

Moreover, OOB error starts at 0.126 and tends to de-
crease with the increasing number of trees. The best 
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result was at 160 trees as a tree with a low error rate is 
suggested to be a strong classifier [38].  So, the optim-
al parameters were obtained at (number of trees = 160 
that minimize OOB error at 0.1163) as depicted in 
Figure 6.  
On the other hand, F2 provides a considerable dimen-
sionality reduction in comparison to BoW representa-
tions. That is, the presented approach avoids the spar-
sity problem presented by word-based feature repre-
sentations for Twitter sentiment classification by re-
ducing the feature vector with approximately 31%. 
And as such, F1 requires a huge amount of memory, 
CPU resource and extra time which perturbs the op-
eration of the classifiers. 

 

6 Conclusion and Future work 
In this study, we propose a multifaceted and fully 

automated system to analyze Arabic social media con-
tents. The features and techniques result in the crea-
tion of a SA approach geared towards classification of 
social media discourse sentiments with higher accura-
cies. Then, the study investigates the development of 
an ASA system using a novel rule-based approach. 
This approach defines some heuristic rules in a man-
ner that accurately classifies tweets as positive or neg-
ative regardless of its contents. An illustrative example 
is exploited to show how the proposed method can be 
efficiently integrated into both SVM and RF algo-
rithms. Therefore, a holistic and fully automated 
framework was built which can acquire merits of indi-
vidual algorithms. A quantitative comparison among 
various representative vectors was efficiently per-
formed. Such comparison indicates that, the quality of 
the multifaceted system outperformed that of classical 
individual techniques from the view point of accuracy 
measurements, and feature reduction percentage. The 
method experimentally successes to redefine the fea-
ture space with reduction percentage reach 31% for 
Twitter dataset. Moreover, accuracy has been in-
creased up to 89%. 
This work can be extended through incorporation of 
better spell correction mechanisms (may be at phonet-
ic level) and building WSD modules to improve per-
formance on highly ambiguous words. We can explore 
even richer linguistic analysis, for example, parsing, 
weights or scores, valence shifters and topic modeling. 
Also we can identify the target and entities in the 
tweet and the orientation of the user towards them. 
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